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Mergers
Adventures in 

statistical confounds

DeepSkies Lab: 
Benchmark data for ML, uncertainty, and fancy Bayesian inference, oh my!



Why are merging galaxies important?
Short answer: gas
Long answer: structure formation (bulge, spiral arms, bars), triggering and 
suppressing star formation, triggering Active Galactic Nuclei



Accurately and consistently identifying mergers is hard



There are many different types (mass ratios) and stages of 
mergers and they all look different observationally

Major merger



Post-merger

CoalescenceInteracting

Close pairs

There are many different types (mass ratios) and stages of 
mergers and they all look different observationally



How do we identify a diversity of galaxy mergers?
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How do we identify a diversity of galaxy mergers?



Search engine matters, filters within the search engine also matter





It is important to understand false positives



● The tool matters, the tool within the tools matters (filters)

● Combining tools can be great

● Intuition is helpful

What can we learn from apartment hunting?



Mergers

My work approaches better identifying mergers with the help 
of detailed hydro and cosmological simulations
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Cosmological

Detailed

15 Mpc across (above)
~70 kpc across (left)



You can think of this as sim city



SDSS-ized
r-band image

150       km s-1  
    -150

MaNGA-ized
Stellar Velocity

MaNGA-ized
Dispersion

 50        km s-1  
      22510’’ = 6 kpc

10’’ 10’’ 

Nevin+2019 Nevin+2021

I create mock stellar kinematic maps to match the specifications of MaNGA 
integral field spectroscopy



How do we best identify high redshift merging galaxies?: 
Expanding the toolkit to include HST Candels and JWST NIRCam imaging

10’’ = 6 kpc
Aimee Schechter



Mergers

Focusing on just the detailed imaging approach to identifying 
mergers is enough for one day

1 2 3
Cosmological

Detailed 160 pc spatial 
resolution, 
50 Myr time resolution



2019 https://arxiv.org/abs/1901.01975 

2023 https://ui.adsabs.harvard.edu/abs/2023MNRAS.522....1N/abstract 

https://arxiv.org/abs/1901.01975
https://ui.adsabs.harvard.edu/abs/2023MNRAS.522....1N/abstract


Simulations of merging and nonmerging galaxies

100s of snapshots per simulation
x 5 simulations

Nevin+2019

GADGET-3 N-Body Simulations: 
Springel & Hernquist 2003, 
Springel 2005, Blecha+2018



Simulations of merging and nonmerging galaxies



My pipeline creates mock Sloan Digital Sky Survey (SDSS) 
images and measures predictors







I developed a tool within a tool known as Linear Discriminant 
Analysis (LDA)

LDA

LDA combines the 
strengths of all seven 
measured predictors

asymmetry

gini

concentration
shape asymmetry



LDA finds the linear hyperplane that best separates mergers 
from non-mergers

Mergers

Non-mergers

LD1









Mergers

LD1



LDA advantages
The LDA is more accurate and precise than any of the individual predictors in 
identifying mergers. 

It is also not a black box!

Which imaging predictors are most important?



I measure predictor values and classify the ~1.3 million 
galaxies in SDSS using MergerMonger

MergerMonger Github Repo

Nevin+2023

https://github.com/beckynevin/MergerMonger-public


Catalogs

● Predictors (see below)
● Classifications for each stage and mass ratio
● Marginalized p_merg values (good for comparison)



By stage



The properties of the merger sample are unbiased



Prior marginalization



There are multiple different classifications by merger stage, 
I calculate pmerg values for all of them



I was able to measure over bins in redshift and stellar mass

(graphic of galaxy 
size increasing)

1000 galaxies at 
least per bin

Final sample size 
is ~310k



Mass completeness



I measure the merger fraction for every redshift and mass 
bin and iteratively fit a linear relationship



The major merger fraction increases with increasing redshift

This is consistent with a 
hierarchical assembly picture, 
where more massive halos (hence 
galaxies) are assembling locally



The major merger fraction decreases with redshift

Nevin+2023

Our key result is a decreasing 
major merger fraction with redshift 
over the range 0.03 < 𝑧 < 0.19 



This is a surprising result!

Nevin+2023

I find a different galaxy 
merger slope with 
redshift than past work!

This is different than in 
past work!



This is a surprising result! What is going on here?

Nevin+2023

I find a different galaxy 
merger slope with 
redshift than past work!

Do you have any 
ideas why this is 

happening?



The importance of confounds in statistical analysis

Statistical confound: An 
(annoying) variable that 
influences both the 
independent and the 
dependent variable, creating 
a spurious correlation

Statistical Rethinking by Richard McElreath really helped me out ^

http://www.youtube.com/watch?v=UpP-_mBvECI


● Mass increases with redshift in depth limited surveys like SDSS
● Merger fraction increases with mass
● t/f merger fraction appears to increase with redshift

A statistical confound with mass drives this behavior



● Trust myself
● Sanity checks to figure out what’s happening behind the scenes
● The importance of reproducing past results

Lessons learned



Other statistical confounds? No

major merger fraction increases with B/T and 𝑔 − 𝑟 mostly for higher mass galaxies

Trend with B/T and color is different than it being a confound



So what’s actually happening here?



Merger fraction → merger rate as a function of galaxy and 
merger properties

Simon+2023 in prep

Joe Simon Julie Comerford

NANOGrav 15-year dataset 

SMBH gravitational wave 
background!



My merger catalog has enabled multiple studies into the 
properties of merging galaxies and the AGN-merger 
connection:

Comerford+2023; An excess of AGNs triggered by galaxy mergers in 
MaNGA galaxies of mass 1011 M⊙ 
Hernández-Toledo+2023; MaNGA AGN have an enhanced merger fraction 
Negus+2023; Coronal line MaNGA galaxies 

https://arxiv.org/pdf/2305.03834.pdf
https://ui.adsabs.harvard.edu/abs/2023ApJ...945..127N/abstract


Mergers

My work approaches better identifying mergers with the help 
of detailed hydro and cosmological simulations
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How do we best identify high redshift merging galaxies?: 
Expanding the toolkit to include HST Candels and JWST NIRCam imaging

10’’ = 6 kpc
Aimee Schechter



Mergers
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DeepSkies Lab: 
Benchmark data for ML, uncertainty, and fancy Bayesian inference, oh my!



I wanted to come to Fermilab and work with the Deepskies crew because:
● Ethical and careful AI research
● Software expertise
● Cosmology and survey science
● Galaxies and spectra



HST F814W JWST F200W

Nevin+2024Schechter+2024 
Aimee 

Schechter

Aimee and I create mock 
images from Illustris

From these we use CNNs + 
domain adaptation to classify 
mergers in HST and JWST 

images



Carefully incorporating domain adaptation is necessary and 
interesting 

Simulated galaxies

Real JWST galaxies
(SMACS 0723)



Carefully incorporating domain adaptation is necessary and 
interesting 

Simulated galaxies

Real JWST galaxies
(SMACS 0723)



We are working with Alex 
Ćiprijanović, who is a 
domain adaptation expert

Ćiprijanović+
2020a,2021



Active Galactic Nuclei Mergers Chandra X-ray Illustris

Benchmark UQ Hierarchical Inference



DeepBench: Fine-grained control for simulations for 
neural inference

Control over noise
Ability to propagate noise
Its dynamic, create new examples



We are using simple benchmark datasets (like the 
pendulum) to build complex inference tools

Things we’d like to infer about a pendulum:

- starting angle
- mass 
- length 

th
e 

pe
nd

ul
um

Data: 

position and momentum as a function of time 
(with added noise) 





Why hierarchical analysis?

Astro applications:

● Many exoplanets
● Many gravitational lenses

When you want to infer individual properties but 
also global properties and have both inform one 
another



Things we’d like to infer about one pendulum:

- starting angle
- mass 
- length 

The pendulum as a laboratory to test these methods

Things we’d like to infer using the ensemble of 
pendulums:

- acceleration due to gravity (ag)



Meanwhile, on Mars…



Meanwhile, on Mars…



Things we’d like to infer about one pendulum:

- starting angle
- mass 
- length 

There are many experiments with different conditions 
in different groups = hierarchical Bayesian inference

Things we’d like to infer using the ensemble of 
pendulums:

- acceleration due to gravity (ag)
- Universal gravitational constant (G)





SBI and numpyro slide

Simulation based 
inference does not 
require a likelihood!



This system is essential for preparing a methodology 
for cosmological inference

Things we’d like to infer about one individual 
image:

- Lens parameters (ie Einstein radius)

Things we’d like to infer using the ensemble of 
lenses:

- Cosmological parameters (w0)



Active Galactic Nuclei Mergers Chandra X-ray Illustris

Benchmark UQ Hierarchical Inference



Most neural networks are deterministic



Cat vs dog

Probability and uncertainty in neural networks

0.5

0.5



There are different types of uncertainty to consider in 
machine learning

             data uncertainty                   versus                model uncertainty



Using deepbench, does the expected error match that 
estimated using various ML methods?

Bayesian inference (sampling): 
hierarchical and non-h

Simulation based inference: 
hierarchical and non-h



Bayesian inference (sampling): 
hierarchical and non-h

Simulation based inference: 
hierarchical and non-h

non-Bayesian neural 
networks like deep ensembles 
→

Analytical expectation of data uncertainty



Model (left) uncertainty and data (right) uncertainty

Bayesian inference (sampling): 
hierarchical and non-h

Simulation based inference: 
hierarchical and non-h

non-Bayesian neural 
networks like deep ensembles 
→

Analytical expectation of data uncertainty



ag

L3

L2

L1

Goal: build a framework to quantify uncertainty in the 
parameter estimates



Goal: build a framework to quantify uncertainty in the 
parameter estimates

● how does the uncertainty in 
posterior parameter estimates 
compare to the analytic expected 
uncertainty?

● are the answers biased?
● do parameter covariances match 

expectations?
● how are these problems made 

worse by the coverage of the 
dataset?

ag

L3

L2

L1



Use the UQ comparison and the tunable simulations to 
do a comparative analysis of inference methods

Analytic errors from exact 
inference

Non-hierarchical sampling 
analysis
No Pooling
Full Pooling

Hierarchical sampling 
analysis



Use the UQ comparison and the tunable simulations to 
do a comparative analysis of inference methods

Analytic errors from exact 
inference

Non-hierarchical sampling 
analysis
No Pooling
Full Pooling

Hierarchical sampling 
analysis

Simulation Based Inference
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DeepSkies Lab: 
Benchmark data for ML, uncertainty, and fancy Bayesian inference, oh my!


